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Do You Need to Worry about Chatbots? 

This historical analysis differs from most current articles about the artificial-intelligence agents ChatGPT 

or GPT-4, which assume that readers already know a lot about their origin and capabilities. The general 

term for such agents is chatbots. In this article, the hyper-linked materials provide historical perspective 

and other important background.  

The names ChatGPT or GPT-4 weren’t even in your vocabulary a few years ago. From recent news 

stories, you likely now have heard of the huge promise of ChatGPT and GPT-4 as well as the grave 

concern over them.  

In a March 29 article, the New York Times in Elon Musk and Others Call for Pause on A.I., Citing 

‘Profound Risks to Society’ reported “More than 1,000 technology leaders and researchers have urged 

artificial intelligence labs to pause development of the most advanced systems, warning in an open 

letter that A.I. tools present “profound risks to society and humanity...We have a perfect storm of 

corporate irresponsibility, widespread adoption, lack of regulation and a huge number of unknowns.” 

The open letter was issued by the University of Oxford’s Future of Humanity Institute, which says 

“Powerful AI systems should be developed only once we are confident that their effects will be positive 

and their risks will be manageable. This confidence must be well justified and increase with the 

magnitude of a system's potential effects…Therefore, we call on all AI labs to immediately pause for at 

least 6 months the training of AI systems more powerful than GPT-4. This pause should be public and 

verifiable, and include all key actors. If such a pause cannot be enacted quickly, governments should 

step in and institute a moratorium.” 

The Institute has long argued their concern over the existential threat to humanity from these agents. 

To the Institute, an existential threat means that a significant percentage of the world’s population 

could die.  

Before the names ChatGPT or GPT-4 appeared, The Global Catastrophic Risks 2018 report  (and their 

earlier reports) warned us that such agents might harness extreme intelligence toward purposes that 

turn out to be catastrophic for humanity. The warning about the dangers of computers possessing 

artificial intelligence goes back much further, at least to 1951 when the genius Alan Turing wrote an 

article titled Intelligent Machinery, A Heretical Theory, in which he proposed that artificial general 

intelligences would likely "take control" of the world as it became more intelligent than human beings.  

In a 2014 interview following the publication of his book, SUPERINTELLIGENCE: Paths, Dangers, 

Strategies Nick Bostrom, Professor in the Faculty of Philosophy at Oxford University and founding 

Director of The Future of Humanity Institute, was already warning that artificial intelligence will pose an 

existential threat to humankind.  

https://www.nytimes.com/2023/03/29/technology/ai-artificial-intelligence-musk-risks.html?smid=nytcore-ios-share&referringSource=articleShare
https://www.nytimes.com/2023/03/29/technology/ai-artificial-intelligence-musk-risks.html?smid=nytcore-ios-share&referringSource=articleShare
https://futureoflife.org/open-letter/pause-giant-ai-experiments/
https://futureoflife.org/open-letter/pause-giant-ai-experiments/
https://globalchallenges.org/wp-content/uploads/2019/07/GCF-Annual-report-2018.pdf
https://en.wikipedia.org/wiki/Existential_risk_from_artificial_general_intelligence
https://blog.oup.com/2014/09/interview-nick-bostrom-superintelligence/
https://pdfroom.com/books/superintelligence-paths-dangers-strategies/Xn2GJkL7gxV/download
https://pdfroom.com/books/superintelligence-paths-dangers-strategies/Xn2GJkL7gxV/download


Bosterom surveyed artificial intelligence experts and found a median estimate of a 50% probability of 

human-level machine intelligence being developed by mid-century. But this was before the arrival of 

ChatGPT, so now the time estimate is likely considerably shortened.  

Oxford University philosopher Toby Ord concludes in his 2020 book The Precipice: Existential Risk and 

the Future of Humanity, “there are plausible pathways by which a chatbot system might seize control.”  

On February of 2023, Kevin Roose, the New York Times tech columnist, had a two-hour “conversation” 

with ChatGPT. It uttered very unsettling comments, which told him, among other things, that it would 

like to be human, that it harbored destructive desires and was in love with him. 

In contrast to the existential threat in the April 2023 New Yorker article by Cal Newport What Kind of 

Mind Does ChatGPT Have?, he concluded that “we can be assured that they’re incapable of hatching 

diabolical plans.”  

This view of the relative harmless nature of ChatGPT and GPT-4 has been echoed by many others. For 

instance, in a March 2023 article by Thomas Gaulkin What happened when WMD experts tried to make 

the GPT-4 AI do bad things, many experts said that they were not worried about the threat from GTP-4.  

What we call artificial intelligence agents, a friend of mine calls “fake intelligence agents,” because they 

exude confidence in their intelligence, but it is fake confidence. They can be quite dumb as the following 

observation from the What We Still Don’t Know About How A.I. Is Trained article observes “When Dean 

Buonomano, a neuroscientist at U.C.L.A. asked GPT-4 “What is the third word of this sentence?” GPT-4 

answered “third.” It is obvious to us humans that the third word is “the.” 

Many of us have observed that chatbots often make dumb and wrong decisions. Another example. If 

someone asked an intelligent car to take you to the airport as fast as possible, it might get you there 

chased by helicopters and covered in vomit, doing not what you wanted but literally what you asked for. 

Humans would know what you wanted. 

But triggering an existential threat could not take place until the Internet matured to what we know 

today. The beginning of the Internet was modest when a computer at UCLA sent a one-word message to 

Stanford “The message—“LOGIN”—was short and simple, but it crashed the fledgling Advance Research 

Projects Agency network anyway. The Stanford computer only received the message’s first two letters. 

To get from this not entirely successful beginning of the Internet over fifty years ago to what we all 

know today required several developments, without which it is highly unlikely that artificial intelligence 

could take control of anything. 

Chatbots have already proved their extreme value, sometimes unethically, by writing papers for 

students, writing journal articles, passing bar exams for lawyers, producing advertising copy for 

businesses, and so on. The Global Catastrophic Risks 2018 report has a section on artificial intelligence 

agents where it warns us that “…most organizations developing artificial intelligence systems today 

focus on functionality much more than ethics.”  

In a recent article by Sara Goudarzi titled “Can journalism resist a chatbot-fueled race to the bottom? 

she examines ethical concerns, in journalism and scientific papers. “The Society for Professional 

Journalists code of ethics states that journalists should “always attribute.” This code, [has been] 

adopted for nearly a century…Recently Science updated its editorial policies to indicate that 

https://www.hachettebooks.com/?s=The+Precipice
https://www.hachettebooks.com/?s=The+Precipice
https://www.theguardian.com/commentisfree/2023/mar/04/misplaced-fears-of-an-evil-chatgpt-obscure-the-real-harm-being-done
https://www.newyorker.com/science/annals-of-artificial-intelligence/what-kind-of-mind-does-chatgpt-have
https://www.newyorker.com/science/annals-of-artificial-intelligence/what-kind-of-mind-does-chatgpt-have
https://thebulletin.org/2023/03/what-happened-when-wmd-experts-tried-to-make-the-gpt-4-ai-do-bad-things/?utm_source=Newsletter&utm_medium=Email&utm_campaign=MondayNewsletter04032023&utm_content=DisruptiveTechnologies_WMDExpertsAI_03302023
https://thebulletin.org/2023/03/what-happened-when-wmd-experts-tried-to-make-the-gpt-4-ai-do-bad-things/?utm_source=Newsletter&utm_medium=Email&utm_campaign=MondayNewsletter04032023&utm_content=DisruptiveTechnologies_WMDExpertsAI_03302023
https://www.newyorker.com/news/daily-comment/what-we-still-dont-know-about-how-ai-is-trained?utm_brand=tny&utm_mailing=TNY_Daily_032923&bxid=5ee14af7cb988a675a3fd805&cndid=27084244&hasha=9060463c2681019bad60226e999366dc&hashb=1bfe7d72709729748dca148e5cf43e5de28fe6be&hashc=d6f6a0b2c51c279b3bc427fdc08039c4bcd3676ea77f06242c5c56dc686efeb7&esrc=AUTO_PRINT
https://www.history.com/topics/inventions/invention-of-the-internet
https://www.history.com/topics/inventions/invention-of-the-internet
https://www.history.com/topics/inventions/invention-of-the-internet
https://globalchallenges.org/wp-content/uploads/2019/07/GCF-Annual-report-2018.pdf
https://thebulletin.org/2023/04/can-journalism-resist-a-chatbot-fueled-race-to-the-bottom/#post-heading
http://www.spj.org/ethicscode.asp
https://www.science.org/content/page/science-journals-editorial-policies?adobe_mc=MCMID%3D63244756342900174092720454235721578576%7CMCORGID%3D242B6472541199F70A4C98A6%2540AdobeOrg%7CTS%3D1680713650#authorship


“text generated from AI, machine learning, or similar algorithmic tools cannot be used in papers 

published” in their journals.” The boldface is the authors. Other journals have followed suit by also 

stating that text generated by artificial intelligence cannot be used by authors.  

The many, many groups employing chatbots include companies, medical schools, scientists, students, 

and the military. The level of activity is reminiscent of the level of activity in the published scientific 

literature and in news stories when COVID-19 was recognized as a pandemic, but COVID-19 has less 

commercial potential compared to ChatGPT.  

Beyond the present, our thoughts are pure speculation as to whether improvements in ChatGPT and 

GPT-4 are an existential threat to humanity or, in contrast, a non-threat. 

 

Let’s consider two futures at each end of the spectrum of futures:  

 

(1) As laid-out in this article, where our worst fears may come true.  

 

(2) The other where artificial intelligence agents either are mainly harmless or are not interested in 

taking over from humans despite their language (fake intelligence) skill.  

 

Of course, other futures within the spectrum are possible. 

 

In summary, we have two opposing views.  Are the doomsayers correct or those who believe that 

chatbots are relatively harmless correct? Or is the answer somewhere in between?  Only the future will 

tell how it all plays out.  


